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Introduction

Diffusion models (DMs) excel in SR tasks but face high costs. Binarization (1-bit quantization) 

reduces memory and computation. However, the architecture and iterative design of DM limit its 

application. To tackle this, we propose BI-DiffSR, a novel binarized DM for SR.

Contribution

• Architecture: Design modules for binarization, including consistent-pixel-downsample (CP-

Down) and upsample (CP-Up), and channel-shuffle-fusion (CS-Fusion).

• Activation: Introduce timestep-aware redistribution (TaR) and activation (TaA) to adapt 

activation distributions by timestep, enhancing binarized modules.

Method

❖Overall
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❖Model Structure

• Challenge I: Dimension Mismatch. Frequent changes in feature resolution cause dimension 

mismatches, blocking full-precision propagation.

• Challenge II: Fusion Difficulty. Significant activation range differences between the encoder 

and decoder hinder effective feature fusion in skip connections.

• CP-Down/Up: Ensures consistent feature reshaping, allowing identity shortcuts to maintain 

full-precision information transfer throughout the network effectively.

• CS-Fusion: Balances feature distribution by channel shuffle operation, ensuring better 

distribution matching and promoting more effective feature fusion.

❖ Activation Distribution

• Multi-step iterations in diffusion models change activation distributions, with adjacent 

timesteps appearing similar and distant ones differing significantly.

• TaR/TaA: Adjusts activations across timesteps, enhancing the binarized module.

Experiments

❖ Ablation Study

❖Quantitative Results

❖ Visual Results

• Performance: Outperforms SOTA binarization methods and 

achieves perceptual quality comparable to full-precision models.
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